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DIFFERENTIALLY PRIVATE LEARNING

An algorithm A is said to be (ε, δ)-differentially private (DP) if

P [A(S1) ∈ Q] ≤ exp(ε)P [A(S2) ∈ Q] + δ

for all neighbouring datasets S1, S2 and output sets Q.

Existing Results: Sample complexity of DP algorithms are
dimension-dependent in the worst case.

In Semi-Private learning [1], the learner accesses

I Private Labelled dataset,

I Public Unlabelled dataset from nearby distribution

This work: Design Semi-Private learner for linear half-spaces that

1. Is Computationally Efficient

2. Admits Dimension Independent sample complexity

3. Performs well in Challenging Practical Applications

THEORETICAL RESULTS

We exploit two properties of data distribution µ (covariance Σ)

I (A1) Large Margin: µ admits a classifier w∗ with margin γ

I (A2) Low Rank: Large Proj. of w∗ on top-k components of Σ.

PILLAR 1 Unlabelled dataset (XU ∈), Labelled dataset (XL, YL), k

1: Σ̂←
∑

x∈SU xx>, Ak ← top-k principal components of Σ̂.
2: XProj

L ← Project XL on Ak.
3: ŵε,δ ← Run Noisy-SGD on (XProj

L , YL) with privacy parameters ε, δ

Guarantees on ŵε,δ

I Privacy: ŵε,δ is (ε, δ)-DP.

I Accuracy: For α, β ≥ 0, |XU | = O

(
1

γ2

)
and |XL| = Õ

(√
k

αεγ

)
,

P [Error (ŵε,δ) ≤ α] ≥ 1− β

EXPERIMENTAL SETTING
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ŵ
(Linear Classifier)

Pre-Training

EXPERIMENTS I: REDUCING DIMENSIONS
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Takeaway:
I Strict privacy (ε = 0.1): Dimension ⇓ =⇒ Accuracy ⇑.

I Without privacy (ε =∞): Dimension ⇓ =⇒ Accuracy ⇓.

EXPERIMENTS II: PILLAR OUTPERFORMS OTHER ALGORITHMS ACROSS DATASETS
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Comparison across datasets and pre-training for ε = 0.1. Different methods [2,3,4] for ε = 0.1.

EXPERIMENTS III: DISTRIBUTION SHIFT
I Public and private data may come from different distributions.

I PILLAR’s performance is robust to using CIFAR-10v1 for public
data and CIFAR10/100 for private data.

CIFAR10 CIFAR100

PCA Data
Pre-training SL BYOL SL BYOL

In-distribution 81.21 72.33 27.47 19.89
CIFAR-10v1 81.18 73.24 27.18 19.21
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